AI Explainability 360 is an open source toolkit that can help users better understand the ways that machine learning models predict labels using a wide variety of techniques throughout the AI application lifecycle.

GitHub: https://github.com/Trusted-AI/AIX360

Reference Information

- Website
- Github
- Primary Mail Lists
  - https://lists.lfaidata.foundation/g/trusted-ai-360-announce
  - https://lists.lfaidata.foundation/g/trusted-ai-360-technical-discuss
  - https://lists.lfaidata.foundation/g/trusted-ai-360-tsc
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