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Simplify model optimization process
Ease the burden on developer for deep optimization toolchain knowledge
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Open Sourced in March 2023

Olive (GitHub link)

composes model conversion, 
compression, optimization 
techniques targeting a variety 
of hardware accelerators

Enables model optimization 
fitting to ONNX Runtime EPs 
across HW(CPUs, GPUs, NPUs)

Deployment ready 
model package 
produced:
• Optimized model(s)

• ORT with chosen EP

• Optimal ORT 
configuration info

• Sample boilerplate code
Target-Specific 

Tuning

https://github.com/microsoft/OLive
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Olive + ONNX Runtime in Hybrid Loop
Cloud+Edge ML platform built on heterogenous hardware
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Olive + ONNX Runtime 
Open source, E2E inference optimization solution

Olive – hardware-aware model optimization
· Prepares model for the production use

· Ahead of Time hardware specific optimization 

· Unified optimization framework for optimization toolkits integration

ONNX Runtime – high performance inference engine across hardware
· Runs the model on the edge and in the cloud

· JIT graph optimizations

· Unified runtime framework for hardware accelerators integration



Olive Architecture
Olive optimization framework



3 steps using Olive

1.Install Olive and necessary packages.

1.Describe your model and your needs in a 
json configuration file.

1.Accelerate the model using Olive via a 
command line.



Whisper with Olive+ONNX Runtime 

>2x E2E latency reduction
E2E latency: from loading audio to output result 2.25x model size reduction
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E2E Latency with batch size 1 (seconds)
Intel(R) Xeon(R) Platinum 8370C CPU @ 2.80GHz



Olive + IHVs

· Intel Neural compressor in Olive 
· Intel has contributed INC Quantization into the Olive

· Supports both dynamic and static quantization

· AMD Vitis-AI Quantizer in Olive

· AMD has contributed itis-AI Quantizer into the Olive

· supports power-of-2 scale quantization methods

· supports Vitis AI Execution Provider

We encourage and warmly welcome community contributions!



DISCUSSION


