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Adversarial Robustness Toolbox (ART) – 
Evasion, Poisoning, Extraction and Inference
—

October 2020



Adversarial Threats
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Adversarial threats against machine learning 
models and applications have a wide variety of 
attack vectors. 

– Evasion: Modifying input to influence model

– Poisoning: Modify training data to add backdoor

– Extraction: Steal a proprietary model

– Inference: Learn information on private data



Real Adversarial Threats

Evasion.

Imperceptible 
modifications to 
medical images to 
influence 
classification.

Poisoning.

Imperceptible 
patterns in training 
data create backdoors 
that control models.

Extraction.

Theft of proprietary 
models through model 
queries.

Inference.

Derive properties of 
the model’s training 
data up to identifying 
single data entries.
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Real Adversarial Threats
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Adversarial Threat Combinations

Combinations of 
adversarial threats 
become more 
effective than their 
sum.

– Extraction attacks 
enable stronger 
white-box evasion 
attacks

– Extraction attacks 
steal models that 
could leak more 
private information 
in inference attacks

Evasion Poisoning

Inference Extraction

14LF AI TAC / October 2020 / © 2020 IBM 
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Adversarial Robustness Toolbox (ART)

Repo: https://github.com/Trusted-AI/adversarial-robustness-toolbox
Docs: https://adversarial-robustness-toolbox.readthedocs.io/
Demo: https://art-demo.mybluemix.net

15

            Open-source release @ RSA 2018:

Current stats:
• 1.8K GitHub stars
• 500+ forks
• 250+ clones/w
• 1K+ downloads/w

• Python library, 14K lines of code
• State-of-the-art attacks, defences and robustness metrics

Load classifier
model (Keras,
TF, PyTorch etc)

Perform attack

Load ART 
modules

Evaluate 
robustness

LightGBM

https://github.com/IBM/adversarial-robustness-toolbox
https://adversarial-robustness-toolbox.readthedocs.io/
https://art-demo.mybluemix.org/


Adversarial Robustness Toolbox (ART)

ART is a Python library for machine learning 
security. – github.com/Trusted-AI/adversarial-robustness-toolbo

x

– 500+ forks, 1.8K stars

– providing tools to developers and researcher

– Evaluating and Defending machine learning models 
and applications

– All Tasks: Classification, Object Detection, Automated 
Speech Recognition, etc.

– All Frameworks: TensorFlow, Keras, PyTorch, MXNet, 
scikit-learn, XGBoost, LightGBM, CatBoost, GPy

– All Data: images, tables, audio, video, multi-modal, 
etc. 16

LightGBM

GPy
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The Tools of ART

ART 1.3/1.4
- art.metrics

- Methods to quantify 
robustness

- art.estimators

- Abstractions for models

Evasion Poisoning Extraction Inference 

art.attacks
examples

• 21 (+8)
• White-box (e.g. FGSM, 

PGD, Carlini&Wagner, …)
• Black-box (HopSkipJump, 

Boundary, ZOO, …)

• 4 (+2)
• Backdoor, Feature 

Collision, SVM, 
Adversarial Embedding

• 3
• FunctionallyEquivalent
• KnockOffNets
• CopyCat

• 6 (+6)
• Model Inversion
• Attribute Inference
• Membership 

Inference

art.defences
examples

• 15 (+4)
• Adversarial Training 

(Madry, Fast is Better than 
Free, …)

• Preprocessing
• Transformer
• Detection

• 5 (+2)
• Detection (Activation, 

Provenance, RONI, 
Spectral Signature, …)

• Transformation (Neural 
Cleanse)

• 6
• Postprocessing (Reverse 

Sigmoid, …)

• Differential Privacy 
Library

17LF AI TAC / October 2020 / © 2020 IBM 
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The Roadmap for ART
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v0.1 (Apr 2018): 
- image classification
- evasion attacks
- DL models

LF AI TAC / October 2020 / © 2020 IBM 
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v0.3 (Aug 2018): 
- data poisoning              
   attacks

v1.0 (Sep 2019): 
- non-DL models 
- non-image inputs

v1.1 (Jan 2020):
- extraction attacks

v1.3 (Jun 2020):
- non-classification
   tasks
- object detection
- inference attacks

v1.4 (Sep 2020):
- automated speech 
   recognition

v1.5 (Dec 2020): 
- extend ASR capabilities
- extend support for multi-modal inputs
- add SOTA attacks & baseline defenses

v1.6 (Mar 2021):
- support for physical-world threat models
- support models with discrete inputs (e.g. text)
- develop higher-level / composite evaluations

… and beyond: 
- use cases (cybersecurity, forensics etc.)
- end-to-end test suites
- novel tasks (regression, RL learning etc.) 
- keep up with SOTA attacks & defenses
- improve performance and usability



The Roadmap for ART
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v1.5 (Dec 2020): 
- extend ASR capabilities
- extend support for multi-modal inputs
- add SOTA attacks & baseline defenses

v1.6 (Mar 2021):
- support for physical-world threat models
- support models with discrete inputs (e.g. text)
- develop higher-level / composite evaluations

… and beyond: 
- use cases (cybersecurity, forensics etc.)
- end-to-end test suites
- novel tasks (regression, RL learning 
etc.) - keep up with SOTA attacks & 
defenses
- improve performance and usability

External contributions / collaborations 
particularly welcome!

v0.1 (Apr 2018): 
- image classification
- evasion attacks
- DL models

v0.3 (Aug 2018): 
- data poisoning              
   attacks

v1.0 (Sep 2019): 
- non-DL models 
- non-image inputs

v1.1 (Jan 2020):
- extraction attacks

v1.3 (Jun 2020):
- non-classification
   tasks
- object detection
- inference attacks

v1.4 (Sep 2020):
- automated speech 
   recognition



Thank you

Beat Buesser, Mathieu Sinn
IBM Research Europe
Dublin, Ireland

—

The Adversarial Robustness Toolbox (ART) Authors 2020
http://github.com/Trusted-AI/adversarial-robustness-toolbox
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Research

AI Fairness 360
—
Kush R. Varshney
Distinguished Research Staff Member and Manager



loan 
processing employment customer 

management quality control
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AI is powering critical workflows 
and trust is essential



brand reputation increased regulation focus on social justice
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Multiple factors are placing 
fairness of AI as a top priority



Unwanted bias
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places privileged 
groups at 
systematic 
advantage
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and unprivileged 
groups at 
systematic 
disadvantage.
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Where does unwanted bias come from?

Problem misspecification.

Data engineering.

Prejudice in historical data.

Undersampling.

IBM Research / October 8, 2020 / © 2020 IBM 
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AI Fairness 360

The most comprehensive 
toolkit for handling bias in machine learning.

http://github.com/trusted-ai/aif360

– R and Python

• Python version transitioning to full scikit-learn 
compatibility

– Comprehensive set of fairness metrics

• Group fairness

• Individual fairness

– 11 state-of-the-art bias mitigation algorithms

– http://aif360.mybluemix.net

• Extensive industry tutorials to educate users 
and practitioners

• Interactive demo
IBM Research / October 8, 2020 / © 2020 IBM 
Corporation 29



There are many ways to measure bias

Example: 

statistical parity vs. 
equal opportunity

IBM Research / October 8, 2020 / © 2020 IBM 
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There are many ways to mitigate bias

IBM Research / October 8, 2020 / © 2020 IBM 
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pre-processing pre-processed 
datasettraining dataset

model training initial model
post-processing

final model

bias mitigation pre-processing bias mitigation in-processing bias mitigation post-processing



Bias mitigation algorithms
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Roadmap and wish list
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–Full support for scikit-learn compatibility
–Full coverage of R version
–Pre-processing, in-processing, and post-processing bias 

mitigation algorithms for graphs
–Greater support for individual fairness and text
–Domain-specific extensions

•Social justice



Roadmap and wish list
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–Full support for scikit-learn compatibility
–Full coverage of R version
–Pre-processing, in-processing, and post-processing bias 

mitigation algorithms for graphs
–Greater support for individual fairness and text
–Domain-specific extensions

•Social justice



Thank you

Kush R. Varshney
Distinguished Research Staff Member and 
Manager
—
krvarshn@us.ibm.com

IBM Research / October 8, 2020 / © 2020 IBM 
Corporation 35



36

Explainability  360
LF AI TAC

October 8, 2020

Michael Hind 
Distinguished Research Staff Member
IBM Research, Yorktown Heights

@michael_hind
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The Call for Explainability

This field of XAI is going to be hugely important, with a number of 
important social, legal and ethical implications.

"Capital One … would like to use deep learning for all sorts of functions, including deciding who is 
granted a credit card. But it cannot do that because the law requires companies to explain the reason 
for any such decision to a prospective customer.“  

MIT TR, Apr, 2017

Criteria for parole algorithm was not available to parolee.

"The agency (CIA) cannot just be accurate, it’s also got to be able to demonstrate how it got to the end 
result. So if an analytic isn’t explainable, it’s not “decision-ready.“  

                   Defense One, June 2019
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Society is starting to require explanations
but what does it mean?

Paul Nemitz, Principal Advisor, European Commission
Talk at  IBM Research, Yorktown Heights, May,  4, 2018

?
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There Exists a Large Research Community Advancing AI Explainability
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Meaningful Explanations Depend on the Explanation Consumer

This Photo by Unknown Author is licensed under CC 
BY

Must match the complexity capability of the consumer
Must match the domain knowledge of the consumer

© 2018 IBM Research AI

Regulatory Bodies
• Who: EU (GDPR), NYC Council, US Gov’t, etc
• Why: ensure fairness for constituents 

Affected Users
• Who: Patients, accused, loan applicants, teachers
• Why: understanding of factors

AI System builders, stakeholders
• Who: data scientists, developers, prod mgrs
• Why: ensure/improve performance

End Users
• Who: Physicians, judges, loan officers, teacher evaluators
• Why: trust/confidence, insights(?)

http://fabiusmaximus.com/2012/12/23/justice-european-human-rights-47169/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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IBM AI Explainability 360
The most comprehensive open source toolkit for 
explaining ML models and data:

• 8 innovated algorithms from IBM Research + 2 
other popular algorithms

• An interactive demo that provides a gentle 
introduction through a credit scoring 
application

• 13 tutorial notebooks covering use cases in 
finance, healthcare, lifestyle, retention, etc.

• documentation that guides the practitioner on 
choosing an appropriate explanation method.

One Explanation Does Not Fit All: 
A Toolkit and Taxonomy of AI Explainability Techniques

by Arya et al.
https://arxiv.org/abs/1909.03012

http://aix360.mybluemix.net/

http://aix360.mybluemix.net/
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One Explanation Does Not Fit All: A Toolkit and Taxonomy of AI Explainability Techniques
by Arya et al.

https://arxiv.org/abs/1909.03012
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Impact

Caveat: We only know what we hear …

• Company 1: used toolkit to formulate and create an 
enterprise-wide center of competency in explainability

• US regulator: using toolkit to learn space and guide regulation
• FICO Explainability Challenge winner
• Improve model accuracy in Semiconductor Manufacturing
• Improve adoption/trust in IT customer care model

• "What a fantastic resource (AIX360 is)! Thanks to everyone working on it.“  — John C. Havens, 
Executive Director of IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems

• "I have found aix360 to be most comprehensive.“  — Arpit Sisodia, Data Scientist with Ericsson

Metric Value

Forks 144

Stars 648

Avg unique clones/day 2.9

Avg visits/day 145

Avg PyPi downloads/month 823

Slack users 190

Closed PRs 62

Tutorial views 4,023
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Desirable Contributions

AIX360 is the most comprehensive open source explainability toolkit, but it can be even more comprehensive

• Contributions for missing categories in Taxonomy 
– “interactive”
– Static, data, distributions
– Static, model, global, post-hoc, visualize: significant publications exist

• Support for missing modalities (e.g., contrastive for text)
• New categories not in taxonomy

• Support for the diversity of deep-learning frameworks
• Framework-specific model classes that expose a common API needed by explainability algorithm 

developers.

Further Details

One Explanation Does Not Fit All: 
A Toolkit and Taxonomy of AI Explainability Techniques

by Arya et al.
https://arxiv.org/abs/1909.03012
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LF AI Booth at OSS EU – Oct 26-28 
October 26 - October 28 
LF AI Foundation will have a booth at Open Source Summit Europe (OSS EU) 

“AI/ML/DL presented by LF AI Foundation” Track at OSS EU – Oct 26-28 
October 26 - October 28 
"AI/ML/DL presented by LF AI Foundation" Track at Open Source Summit Europe (OSS EU) 

LF AI Mini Summit at OSS EU – Virtual – Oct 29 
October 29 @ 12:00 am 
LF AI Foundation will hold a Mini Summit at Open Source Summit EU (OSS EU)

https://lfai.foundation/event/lf-ai-booth-oss-eu-virtual-oct-26-28/
https://lfai.foundation/event/ai-ml-dl-presented-by-lf-ai-foundation-track-at-oss-eu-oct-26-28/
https://lfai.foundation/event/lf-ai-mini-summit-at-oss-eu-virtual-oct-29/
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