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Antitrust Policy

› Linux Foundation meetings involve participation by industry competitors, and it is the 
intention of the Linux Foundation to conduct all of its activities in accordance with 
applicable antitrust and competition laws. It is therefore extremely important that 
attendees adhere to meeting agendas, and be aware of, and not participate in, any 
activities that are prohibited under applicable US state, federal or foreign antitrust 
and competition laws.

› Examples of types of actions that are prohibited at Linux Foundation meetings and in 
connection with Linux Foundation activities are described in the Linux Foundation 
Antitrust Policy available at http://www.linuxfoundation.org/antitrust-policy. If you 
have questions about these matters, please contact your company counsel, or if you 
are a member of the Linux Foundation, feel free to contact Andrew Updegrove of the 
firm of Gesmer Undergone LLP, which provides legal counsel to the Linux 
Foundation.
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Recording of Calls

Reminder: 

TAC calls are recorded and available for viewing on the TAC Wiki

4/21/2022

https://wiki.lfai.foundation/pages/viewpage.action?pageId=7733341TechnicalAdvisoryCouncil(TAC)-MeetingRecordingsandMinutes


Reminder: LF AI & Data Useful Links

› Web site: lfaidata.foundation

› Wiki: wiki.lfaidata.foundation

› GitHub: github.com/lfaidata

› Landscape: https://landscape.lfaidata.foundation or 

https://l.lfaidata.foundation

› Mail Lists: https://lists.lfaidata.foundation

› Slack: https://slack.lfaidata.foundation

› Youtube: https://www.youtube.com/channel/UCfasaeqXJBCAJMNO9HcHfbA

› LF AI Logos: https://github.com/lfaidata/artwork/tree/master/lfaidata

› LF AI Presentation Template: https://drive.google.com/file/d/1eiDNJvXCqSZHT4Zk_-

czASlz2GTBRZk2/view?usp=sharing

› Events Page on LF AI Website: https://lfaidata.foundation/events/

› Events Calendar on LF AI Wiki (subscribe available): 

https://wiki.lfaidata.foundation/pages/viewpage.action?pageId=12091544

› Event Wiki Pages: 

https://wiki.lfaidata.foundation/display/DL/LF+AI+Data+Foundation+Events
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Agenda

› Roll Call  (2 mins)

› Approval of Minutes from previous meeting (2 mins)

› Synthetic Biology Open Computing Foundation Presentation –

Loretta Tioiela

› Machine Learning Security – Alejandro Saucedo 

› LF AI General Updates (2 min)

› Open Discussion (2 min)
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TAC Voting Members - Please note

Please ensure that you do the following to facilitate smooth 

procedural quorum and voting processes:

● Change your Zoom display name to include your First/Last 

Name, Company/Project Represented 

○ example: Nancy Rausch, SAS

● State your First/Last Name and Company/Project when 

submitting a motion 

○ example: First motion, Nancy Rausch/SAS
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TAC 
Voting 
Members

Note:  we still need a few 

designated backups 

specified on  wiki

https://wiki.lfaidata.foundation/pages/viewpage.action?pageId=7733341


Minutes approval
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Approval of April 21, 2022 Minutes

Draft minutes from the April 21th TAC call were previously distributed to the 

TAC members via the mailing list

Proposed Resolution:

› That the minutes of the April 21th meeting of the Technical Advisory 

Council of the LF AI & Data Foundation are hereby approved.
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Synthetic Biology Open Computing 

Foundation Presentation  

Loretta Tioiela



Synthetic Biology 

Open Computing Foundation

OpenSynBio Join Us



OpenSynBio

The Biological data exponential growth issue and the need for predictability



OpenSynBio

Our Value Proposition

Join Us on 
Discord

Submit Open Source 
Projects

Contribute 
InfrastructureBe part of the discussions on the future of 

SynBio
Contribute to open source 
technologies

Donate Cloud Infrastructure resources



OpenSynBio

Our Value Proposition: Datasets & models

Our datasets and models hub will ring together 

different siloed repository to allow researchers to : 

● Structure data by applying an underlying 

biological structure  or "ontology" 

● make that data searchable, 

● and intelligently rank and give 

recommendations on biological systems 

behaviors based on real world evidence 

Among these data repository, we have

among others: 

iGEM Registry of Standard Biological 

Parts

Berkeley La ICEc

Human Protein Atlas



OpenSynBio

OpenSynBio Governance Structure

Governing Board

Technical Committee

End User Community Data Spaces

Consumer 

Goods

Genomic

s

Chemicals & 

materials

Neuroscie

nces

Food & 

Agriculture



OpenSynBio

Our Value Proposition: Addressing the challenges of the world

Consumer 
Goods

Genomics Food & Agriculture Chemicals & materials Consumer Goods



OpenSynBio

An Ecosystem in development



OpenSynBio

OpenSynBio Summit 2022 - Global Community

60

+countries



THANKS

1 Ayer Rajah Avenue 138676 

Singapore

STATION F Parvis Alan 

Turing, 75013 Paris, 

FRANCE

SAN FRANCISCO 224 

Townsend St, San Francisco, 

CA 94107, UNITED STATES
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Secure Machine 

Learning at Scale 

with MLSecOps

Alejandro Saucedo



About me

Engineering Director, Seldon 
Technologies

Chief Scientist, The Institute for Ethical AI 
& ML

Governing Council Member-at-Large, 
Association for Computing Machinery

Alejandro Saucedo

@AxSaucedo



Security Challenges in Machine Learning

● Security challenges in devops and software space more known

● Key challenges in machine learning still being defined as best practice

● Impossible to make systems un-hackable, but possible to mitigate 

undesired outcomes

The solutions will be technical in nature but will ultimately still rely on

humans and process



What is MLSecOps?

SecOpsDevOps

MLOps

MLSecOps

● Extension of DevOps and Security 

with machine learning infrastructure as 

first class citizen 

● Intersection of ML infrastructure, 

developer operations / automation, 

and security policies



Industry Standards - OWASP Top 10



TLDR; Machine Learning Deployed ✅

Model A

API

(REST, 

gRPC)

From model weights

Or custom code

Model Metrics

Request Logs

Tracing

Production microservice

TLR;
https://www.youtube.com/watch?v=QcevzK9ZuDg&t=1s

https://youtube.com/


TLDR; Machine Learning Deployed ✅

$ s2i build . seldonio/seldon-

core-s2i-python3:1.1.0

model:0.1

Model Microservice

/api/v1.0/predictionsurl

$ curl -H 'Content-Type: application/json' \

-d '{"data": {"names": ..., "ndarray": ...}}' \

http://<url>/seldon/ns/model/api/v1.0/predictions

You inference logic 
encapsulated into 

Python class. Or as a 
model artifact.

Wrap your Model into 
microservice using 

Seldon Core

class SeldonModel:

def __init__(self, model_uri):

self._model = load(model_uri)

def predict(self, X):

preds = self._model.predict(X)

return preds

def metrics(self):

custom_metrics = [

{ “key”: “metric_1”, “value”: 1 } ]

return custom_metrics

TLR;
https://www.youtube.com/watch?v=QcevzK9ZuDg&t=1s

https://youtube.com/


1 - Deploying the model...



Security Areas in Phases of MLOps

Data 
cleansing

Data analysis & 
transformation

Data 
validation

Data splitting
Data 

prep

Building

a model
Model 

validation

Training

at scale

Model 
creation

Deploying Serving
Monitoring & 
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Explainability

Finetune & 
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Rollout
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Security Risk Areas

● Loading Model Artifacts

● Access to Model

● Dependencies

● Code Vulnerabilities

● Model / Runtime Images

● Honorable Mentions



Security Risk 2 - Artifacts & Pickles

● Loading artifacts dynamically 

exposes security vulnerabilities



2 - Loading malicious artifact...



Security Risk 2 - Artifacts & Pickles

● Major ML Libraries can be exposed



Security Risk 2 - Artifact Trust or Discard

● Security requirements are analogous to application 

development, which cannot expect to be solved with just 

magical scanning

● There is a “trust or discard” mechanisms that need to be in play 

through the automation touchpoints of CI / CD / ETL



Security Risk 3 - Access to the model (1/3)

● Access to model endpoints can expose 

exploiting vulnerabilities

● Adversarial Machine Learning can 

exploit models with examples



3 - Adversarial examples...



Security Risk 3 - Access to the model (2/3)

● Access to the model artifacts allow for even deeper ability to 

trick the models



Security Risk 3 - Access to the model (3/3)

● Reconstructing Personally Identifiable Data



Security Risk 4 - Dependencies

● Shortcomings and limitations of PIP -

supply chain risks

● Pinned project deps. are at the mercy of 

2nd+ level deps.

● If 2nd+ level deps. update, these would 

affect main lib

● Breaking issues are common

● Security risks are introduced

Serve Env

v0.0.1

Sklearn

==v0.24.2

Joblib

==v0.16.2
etc…



Security Risk 4 - Dependency-Chain Risks

● Known cases where supply-chain breaking downstream



Security Risk 4 - Live Dependency Install

● MLFlow Artifacts Load Artifacts 

Dynamically

● Collaboration with MLServer to 

explore packing environments

● Reducing runtime complexity 

building images



Security Risk 4 - Dependency Scans



4 - Dependency scan example...



Security Risk 5 - Codescan

● Identifies static issues 

with best practices and 

code issues 

https://github.blog/2020-09-30-code-

scanning-is-now-available/

https://github.blog/2020-09-30-code-scanning-is-now-available/


Security Risk 5 - Code Vulnerability

● Example issue on older version of Tensorflow 

https://portswigger.net/daily-swig/deserialization-bug-in-tensorflow-machine-learning-framework-allowed-arbitrary-code-execution

https://portswigger.net/daily-swig/deserialization-bug-in-tensorflow-machine-learning-framework-allowed-arbitrary-code-execution


5 - Codescan example...



Security Risk 5 - Jupyter Notebooks

● There is also a 

consideration that 

notebooks as indeed code

● In some cases 

understanding where 

relevant to be included



Security Risk 6 - Images



6 - Image scan example...



Security Risk Areas 7+ - Honorable Mentions

Infrastructure security considerations:

● Encryption for data/artifacts at rest and 

in-transit

● Authentication & authorization

● Infrastructure hardening 

considerations

This is a Python talk, not a Kubernetes talk (join me at Kubecon for more)



OWASP Top 10 for Machine Learning

# OWASP Standard OMLSP Equivalent

1 Broken Access Control Access to Model Endpoints

2 Cryptographic failures Access to Model Artifacts

3 Injection Artifact Exploits

4 Insecure Design Insecure ML Systems Design

5 Security Misconfigurations Unhardened (Serving/Cloud) Infrastructure

6 Vulnerable & Outdated Components Vulnerable & Outdated (In)direct Dependencies

7 Identification and Auth Failures (Same as #1)

8 Software and Data Integrity Failures ETL / CI/CD Integrity & Scanning

9 Security Logging and Monitoring Failures Insufficient Reproducibility & Lineage

10 Server-Side Request Forgery (Same as #5)



LF AI ML Security Opportunities

Defining principles for secure ML systems

Provide hands on examples showcasing best practice

Propose blue-prints for secure ML systems
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Upcoming TAC Meetings

4/21/2022



Upcoming TAC Meetings

May 19 – Open

Please note we are requesting special topics for future meetings.  

If you have a topic idea or agenda item, please send agenda topic requests 

to tac-general@lists.lfaidata.foundation

4/21/2022
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Open Discussion

4/21/2022



TAC Meeting Details

› To subscribe to the TAC Group Calendar, visit the wiki: 

https://wiki.lfaidata.foundation/x/cQB2

› Join from PC, Mac, Linux, iOS or Android: https://zoom.us/j/430697670

› Or iPhone one-tap: 

› US: +16465588656,,430697670# or +16699006833,,430697670# 

› Or Telephone: 

› Dial(for higher quality, dial a number based on your current location): 

› US: +1 646 558 8656 or +1 669 900 6833 or +1 855 880 1246 (Toll Free) or +1 877 

369 0926 (Toll Free) 

› Meeting ID: 430 697 670 

› International numbers available: https://zoom.us/u/achYtcw7uN
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Legal Notice

› The Linux Foundation, The Linux Foundation logos, and other marks that may be used herein are owned by The Linux Foundation or its 
affiliated entities, and are subject to The Linux Foundation’s Trademark Usage Policy at https://www.linuxfoundation.org/trademark-usage, as 
may be modified from time to time.

› Linux is a registered trademark of Linus Torvalds. Please see the Linux Mark Institute’s trademark usage page at 
https://lmi.linuxfoundation.org for details regarding use of this trademark.

› Some marks that may be used herein are owned by projects operating as separately incorporated entities managed by The Linux 
Foundation, and have their own trademarks, policies and usage guidelines.

› TWITTER, TWEET, RETWEET and the Twitter logo are trademarks of Twitter, Inc. or its affiliates.

› Facebook and the “f” logo are trademarks of Facebook or its affiliates.

› LinkedIn, the LinkedIn logo, the IN logo and InMail are registered trademarks or trademarks of LinkedIn Corporation and its affiliates in the 
United States and/or other countries.

› YouTube and the YouTube icon are trademarks of YouTube or its affiliates.

› All other trademarks are the property of their respective owners. Use of such marks herein does not represent affiliation with or authorization, 
sponsorship or approval by such owners unless otherwise expressly specified.

› The Linux Foundation is subject to other policies, including without limitation its Privacy Policy at https://www.linuxfoundation.org/privacy and 
its Antitrust Policy at https://www.linuxfoundation.org/antitrust-policy. each as may be modified from time to time. More information about The 
Linux Foundation’s policies is available at https://www.linuxfoundation.org. 

› Please email legal@linuxfoundation.org with any questions about The Linux Foundation’s policies or the notices set forth on this slide.

4/21/2022

https://www.linuxfoundation.org/trademark-usage
https://lmi.linuxfoundation.org/
https://www.linuxfoundation.org/privacy
https://www.linuxfoundation.org/antitrust-policy
https://www.linuxfoundation.org/
mailto:legal@linuxfoundation.org

