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Antitrust Policy

› Linux Foundation meetings involve participation by industry competitors, and it is the 
intention of the Linux Foundation to conduct all of its activities in accordance with 
applicable antitrust and competition laws. It is therefore extremely important that 
attendees adhere to meeting agendas, and be aware of, and not participate in, any 
activities that are prohibited under applicable US state, federal or foreign antitrust 
and competition laws.

› Examples of types of actions that are prohibited at Linux Foundation meetings and in 
connection with Linux Foundation activities are described in the Linux Foundation 
Antitrust Policy available at http://www.linuxfoundation.org/antitrust-policy. If you 
have questions about these matters, please contact your company counsel, or if you 
are a member of the Linux Foundation, feel free to contact Andrew Updegrove of the 
firm of Gesmer Undergone LLP, which provides legal counsel to the Linux 
Foundation.

24MAR2022



Recording of Calls

Reminder: 

TAC calls are recorded and available for viewing on the TAC Wiki

24MAR2022

https://wiki.lfai.foundation/pages/viewpage.action?pageId=7733341TechnicalAdvisoryCouncil(TAC)-MeetingRecordingsandMinutes


Reminder: LF AI & Data Useful Links

› Web site: lfaidata.foundation

› Wiki: wiki.lfaidata.foundation

› GitHub: github.com/lfaidata

› Landscape: https://landscape.lfaidata.foundation or 

https://l.lfaidata.foundation

› Mail Lists: https://lists.lfaidata.foundation

› Slack: https://slack.lfaidata.foundation

› Youtube: https://www.youtube.com/channel/UCfasaeqXJBCAJMNO9HcHfbA

› LF AI Logos: https://github.com/lfaidata/artwork/tree/master/lfaidata

› LF AI Presentation Template: https://drive.google.com/file/d/1eiDNJvXCqSZHT4Zk_-

czASlz2GTBRZk2/view?usp=sharing

› Events Page on LF AI Website: https://lfaidata.foundation/events/

› Events Calendar on LF AI Wiki (subscribe available): 

https://wiki.lfaidata.foundation/pages/viewpage.action?pageId=12091544

› Event Wiki Pages: 

https://wiki.lfaidata.foundation/display/DL/LF+AI+Data+Foundation+Events

24MAR2022

https://lfaidata.foundation/
https://wiki.lfaidata.foundation/
https://github.com/lfaidata
https://landscape.lfaidata.foundation
https://l.lfaidata.foundation
https://lists.lfaidata.foundation/g/main/subgroups
https://slack.lfaidata.foundation
https://www.youtube.com/channel/UCfasaeqXJBCAJMNO9HcHfbA
https://github.com/lfaidata/artwork/tree/master/lfaidata
https://drive.google.com/file/d/1eiDNJvXCqSZHT4Zk_-czASlz2GTBRZk2/view?usp=sharing
https://lfaidata.foundation/events/
https://wiki.lfaidata.foundation/pages/viewpage.action?pageId=12091544
https://wiki.lfaidata.foundation/display/DL/LF+AI+Data+Foundation+Events


Agenda

› Roll Call  (2 mins)

› Approval of Minutes from previous meeting (2 mins)

› Datashim annual review (20 minutes)

› Interpretable Deep Learning: 

Interpretation, Interpretability, Trustworthiness, and Beyond (25 

minutes)

› Outreach committee update (5 minutes)

› LF AI General Updates (2 min)

› Open Discussion (2 min)
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TAC Voting Members - Please note

Please ensure that you do the following to facilitate smooth 

procedural quorum and voting processes:

● Change your Zoom display name to include your First/Last 

Name, Company/Project Represented 

○ example: Nancy Rausch, SAS

● State your First/Last Name and Company/Project when 

submitting a motion 

○ example: First motion, Nancy Rausch/SAS
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TAC 
Voting 
Members

* = still need 

backup 

specified on

wiki

https://wiki.lfaidata.foundation/pages/viewpage.action?pageId=7733341


Minutes approval
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Approval of March 10, 2022 Minutes

Draft minutes from the March 10th TAC call were previously distributed to the 

TAC members via the mailing list

Proposed Resolution:

› That the minutes of the March 10 meeting of the Technical Advisory 

Council of the LF AI & Data Foundation are hereby approved.
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Annual Review for
Datashim

03/24/2022
Srikumar Venugopal



Key Links:

Github: https://github.com/datashim-io/datashim

Website: https://datashim.io/

Artwork:

https://github.com/lfai/artwork/tree/master/projects/datashim

Mailing lists:

› datashim-announce

› datashim-technical-discuss

› datashim-tsc

Brief Description:
Datashim is enabling and accelerating data access for 

Kubernetes/Openshift workloads in a transparent and 

declarative way. Open-sourced since September of 2019 and 

is growing to support use-cases related to data access in AI 

projects. It brings benefits across different entities:

› Data scientists/engineers: Focus on 

workload/experiments development and not on 

configuring/tuning data access 

› Storage Providers: Increase adoption since the 

framework is extensible without hindering the User 

Experience 

› Data-oriented Frameworks: Can build capabilities 

(caching, scheduling) on top of Datashim using a 

declarative way to access/manage data sources

Contributed by: 
IBM in January 2021 as an Incubation Project

Datashim
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Contributions
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Organizations contributing
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› IBM 

› Swiss Data Science Center

› European Bioinformatics Institute

› FORTH, Greece



Downstream
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Key Achievements in the past year

› Technical

› Plugin for transparent caching of object storage buckets

› PoC of integration with Kubernetes Scheduling Framework

› Support for NFS, HostPath, H3 storage backends

› Open Source

› 207 stars, 44 forks, 11 contributors

› Adoption by EBI, SDSC, FORTH, CODAIT

› Upstream contributions to COSI, IBM Object Storage Plugin, Red 
Hat Noobaa

› 4 research publications, 5 community call presentations
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Roadmap

› Bi-Monthly releases

› Ephemeral volume support for S3

› Integration with COSI (when finalised)

› Auto-discovery of CSI implementation capabilities

› Support for more frameworks (Tekton, Flyte) 

› Focus on observability (Design phase)

16



Areas the project could use help on

› Publicity

› Venue suggestions - advance notifications

› Joint webinars

› Collaborations with relevant communities (CNCF, LF Edge)
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Feedback on working with LF AI & Data

› Immense boost to project profile

› Outreach from linked communities (Flyte)
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TAC Open Discussion
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Interpretable Deep Learning: 

Interpretation, Interpretability, Trustworthiness, and Beyond

Xuhong Li
Big Data Laboratory, Baidu Research



Introduction: AI and XAI

Taxonomy and Trustworthiness

Open Source Toolkit: InterpretDL

Advances and Applications

Overview

1.

2.

3.

4.



Deep Learning and Artificial Intelligence

Natural Language ProcessingVisual Recognition

Speech Recognition Reinforcement Learning



Black Box

图文

Deep Learning and Artificial Intelligence



Why Interpretability?Black Box

Black Box and Explainable AI

Transparent



Why Interpretability?

Black Box and Explainable AI

1

Model Debug and Improvement

Human Curiosity and Scientific Exploration

Safety and Social Issues

Model Understanding

2

3

4



Taxonomy of
Interpretation Algorithms



Taxonomy

Interpretation
on Training

Post-hoc
Interpretation

Explainable
Model

Self-Explainable Models, designed with Bayes, Causal Inference, or Logicism etc.



Taxonomy

Theoretical AnalysesTraining Process

Training
Data

Interpretation
on Training

Post-hoc
Interpretation

Explainable
Model

Influence Function

Forgetting Event

Training Dynamics 

Based Methods

Interpretation on Data



Taxonomy

Local

Global

Input-Output Mapping

(non-differentiable)

Input-Output

Mapping

(differentiable)

Intermediate
Features

LIMELRP

Occlusion

Counterfactual

(non-differentiable)

Smooth Gradient

SHAP

Integrated Gradient

Gradient SHAP

Counterfactual (differentiable)

CAM Rollout TAM

Grad-CAM ScoreCAM

NormLIME Network Dissection Global Aggregations

Interpretation
on Training

Post-hoc
Interpretation

Explainable
Model



Typical Interpretations



Typical Interpretations

Interpretation
on Training

Training Data Forgetting Event

Post-hoc
Interpretation

Local

Input-Output Mapping

(non-differentiable)

Input-Output Mapping

(differentiable)

Intermediate Features

Post-hoc
Interpretation

Global NormLIME

LIME

Smooth Gradient

TAM



Forgetting Event

def

A forgetting event is defined as an event when a

sample is correctly classified at t epoch but

misclassified at t+1 epoch during the training

process.

way Record the frequency of each sample happening forgetting

events, and do the analyses.

ex
(left) Removing samples of no forgetting events does not affect the model performance;

(right) Mislabeled samples have higher frequencies of forgetting events.

Toneva et al. “An Empirical Study of Example Forgetting During Deep Neural Network Learning.” in ICLR’19.



LIME: Local Interpretable Model-agnostic Explanation 

ex
LIME is a model-agnostic explanation algorithm and applicable

on various tasks.

idea To fit a deep model at a local point using a linear model

way

(1) Generate samples at a local point and compute the responses

of the model to these samples;

(2) Fit these samples and their responses using a linear model.

Ribeiro et al. “Explaining the Predictions of Any Classifier.” SIGKDD’16.



intro
LIME is a local explanation but sometimes global one is needed.

NormLIME

way Normalization and Average

Important Words in Sentiment Analyses (Chinese)

Ahern et al. “Normlime: A new feature importance metric for explaining deep neural networks”. arXiv:1909.04200, 2019.



Smooth Gradient

intro
Vanilla gradients w.r.t. inputs should be intuitive, but deep models consist of non-linear components,

leading to gradient saturation or vanishing.

way Add noises to remove the noise.

ex Smooth Gradient is

applicable to all

differentiable models.

𝑆𝐺 =
1

𝑛


𝑛
𝜕𝐹(𝑥 +𝒩(0, 𝜎2))

𝜕𝑥

Smilkov et al. “Smoothgrad: Removing noise by adding noise”. arXiv:1706.03825, 2017.



TAM: Transition Attention Maps

zebra elephant The image is labeled as horse

but recognized as fence.

Explanation of the wrong decision

idea
TAM connects the attention results to the transition matrices of Markov Chain, to explain the information flow

across the layers of the Transformer.

ex Explanations of different decisions

Yuan et al. “Explaining Information Flow Inside VisionTransformers Using Markov Chain”. XAI4Debugging@NeurIPS2021.



Local Fidelity

User Study

Feature Importance
The model (supposedly) uses the most important
features to make decisions.

Compute the fidelity between the proxy model and the deep
model (only available to LIME and variants).

By experts.

Trustworthiness Evaluations



Open Source Toolkit: InterpretDL



图文

Open Source Toolkit InterpretDL

‣ Mainstream SOTA algorithms

‣ Various Visualizations

‣ Plug-and-Play Designs

‣ Simple Usage: 5 lines

‣ Universal API: interpret

‣ Tutorials

‣ Trustworthiness Evaluation

InfluenceFunction
(Planned)

ForgettingEvent

TrainingDataAnalyzer

SGDNoise

LIME

GradSHAPOcclusion

NormLIME

GLIME

SmoothGrad

IntGrad GradCAMCAM

ScoreCAM

Derivation

Closed-form

Proxy

Rollout TAM

Explanation

training-phase explanation

training process dataset

post-hoc explanation

global local

Explanations for individual local
sample points or global behavior?

Explanations based on model’s output,
input gradients or intermediate responses?

output input grad intermediate

Explanations are from an interpretable
proxy model that mimics the deep model.

Explanations are derived using additional 
theorems, intuitions or insights.

Explanations mathematically equal to 
the model’s (intermediate) output.

Explanations on the training
process or training data?

LRP

Explain the training phase or post-trained models?

Consensus

TrainingDynamics

Del & Ins

Perturbation

Localization

Evaluation Metrics

https://github.com/PaddlePaddle/InterpretDL



图文

Open Source Toolkit InterpretDL

‣ Mainstream SOTA algorithms

‣ Various Visualizations

‣ Plug-and-Play Designs

‣ Simple Usage: 5 lines

‣ Universal API: interpret

‣ Tutorials

https://github.com/PaddlePaddle/InterpretDL

‣ Trustworthiness Evaluation



InterpretDL Application1 - Credit Scoring

Public Dataset - GiveMeSomeCredits

Variable Name

30-59d

60-89d

90d

income

debt

family

…

age

Description

number of times 30-59 days past due

number of times 60-89 days past due

number of times 90 days late

monthly income

debt ratio

number of dependents

…

age

Data Type

int

int

int

float

float

int

…

int



InterpretDL Application1 - Credit Scoring

Logistic Regression
(ROC AUC : 0.784)

DNN (ROC AUC : 0.846)

Logistic weights DNN + LIME weights

Better model with

similar

explanations

Model
Performance

Interpretation



InterpretDL Application2 - Training Data Analyses

Synthesized mislabeled MNIST + Interpretation algorithm on training data:

To distinguish mislabeled data, samples that are easy to learn and those that are difficult.

Label: 4 Label: 4

Label: 3
Label: 4

Label: 1

Label: 5

Label: 1 Label: 9

mislabeled
samples

difficult samples
easy samples

Epoch index of
the last

forgetting event

Dif (Max Probability, Ground truth Probability)

Label: 7



InterpretDL Application3 - Image Semantic Segmentation

InterpretDL Consensus + 100+ image classification models from PaddlePaddle

LIME

Smooth 
Gradient

Cross-Model ConsensusVacuum

Li et al. "Cross-Model Consensus of Explanations and Beyond for Image Classification Models: An Empirical Study." arXiv:2109.00707 (2021).



InterpretDL Application3 - Image Semantic Segmentation

Li et al. “Distilling Ensemble of Explanations for Weakly-Supervised Pre-Training of Image Segmentation Models.” Machine Learning Journal (accepted with minor revision).

…
…

Images 

+

Explanation 

Algorithm

(e.g. 

SmoothGrad)

Models

…
…

Explanations

Cross-Model 

Ensemble of 

Explanations

AlexNet

Mobile

NetV2

Efficient

NetB0

ResNet

101

Classification

Backbone

Images

Classification Labels

Classification

Backbone

Images

Segmentation

Module

Segmentation Labels

Initialization Random Weights

“Zebra”

Classification

Backbone

Segmentation Model

Segmentation

Module

Pseudo Semantic

Segmentation Labels

End-to-End Pre-Training “En Masse”

Images

Images Segmentation Labels

Initialization

We have created a dataset named PSSL using Cross-Model Consensus, and

pre-trained image segmentation models, to improve the performance on

downstream tasks.
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Outreach Committee Update
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Hu Xiaoman (Charlotte)



Upcoming Events

49

Visit the LF AI & Data Events Calendar or the 

LF AI & Data 2022 Events wiki for a list of all 

upcoming events

To discuss participation in an event or to host 

an event, please email 

events@lfaidata.foundation

https://lfaidata.foundation/events/
https://wiki.lfaidata.foundation/display/DL/2022+Events
mailto:pr@lfaidata.foundation


Event Call For Proposals

50

All Linux Foundation events for 2022 are published here

We have an AI/Data track in KubeCons and Open Source Summits, in addition 

to various smaller events with an AI/Datafocus

Browse the events list and determine if you'd like to submit a proposal to 

present your project

https://events.linuxfoundation.org/


Recent Announcements

51

Visit the LF AI & Data Blog for 

announcement details

Subscribe here to tac-general 

mailing list to get emails with recent 

announcements

https://lfaidata.foundation/news/blog/
https://lists.lfaidata.foundation/g/tac-general


Promoting Upcoming Project Releases

52

We promote project releases via a blog post and on LF AI & Data Twitter

and/or LinkedIn social channels

If you are an LF AI & Data hosted project and would like LF AI & Data to

promote your release, reach out to pr@lfaidata.foundation to coordinate in

advance (min 2 wks) of your expected release date - Review guidelines

here

https://twitter.com/LFAIDataFdn
https://www.linkedin.com/company/lfai
mailto:pr@lfaidata.foundation
https://github.com/lfai/foundation/blob/main/blog-guidelines.md


LF AI & Data PR/Comms

53

Please follow LF AI & Data on Twitter (@LFAIDataFdn) & LinkedIn and help  

amplify news via your social networks - Please retweet and share!

Open call to publish project/committee updates or other relevant content on the 

LF AI & Data Blog - Review guidelines here

To discuss more details on participation or upcoming announcements, please 

email pr@lfaidata.foundation

https://twitter.com/LFAIDataFdn
https://twitter.com/LFAIDataFdn
https://lfaidata.foundation/news/blog/
https://github.com/lfai/foundation/blob/main/blog-guidelines.md
mailto:pr@lfaidata.foundation


Upcoming TAC Meetings
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Upcoming TAC Meetings

› April 7, 2022 – RosaeNLG Annual Review

› April 21, 2022 – Micro ML – new project (tentative)

Please note we are requesting special topics for future meetings.  

If you have a topic idea or agenda item, please send agenda topic requests 

to tac-general@lists.lfaidata.foundation

24MAR2022
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Open Discussion
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TAC Meeting Details

› To subscribe to the TAC Group Calendar, visit the wiki: 

https://wiki.lfaidata.foundation/x/cQB2

› Join from PC, Mac, Linux, iOS or Android: https://zoom.us/j/430697670

› Or iPhone one-tap: 

› US: +16465588656,,430697670# or +16699006833,,430697670# 

› Or Telephone: 

› Dial(for higher quality, dial a number based on your current location): 

› US: +1 646 558 8656 or +1 669 900 6833 or +1 855 880 1246 (Toll Free) or +1 877 

369 0926 (Toll Free) 

› Meeting ID: 430 697 670 

› International numbers available: https://zoom.us/u/achYtcw7uN
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Legal Notice

› The Linux Foundation, The Linux Foundation logos, and other marks that may be used herein are owned by The Linux Foundation or its 
affiliated entities, and are subject to The Linux Foundation’s Trademark Usage Policy at https://www.linuxfoundation.org/trademark-usage, as 
may be modified from time to time.

› Linux is a registered trademark of Linus Torvalds. Please see the Linux Mark Institute’s trademark usage page at 
https://lmi.linuxfoundation.org for details regarding use of this trademark.

› Some marks that may be used herein are owned by projects operating as separately incorporated entities managed by The Linux 
Foundation, and have their own trademarks, policies and usage guidelines.

› TWITTER, TWEET, RETWEET and the Twitter logo are trademarks of Twitter, Inc. or its affiliates.

› Facebook and the “f” logo are trademarks of Facebook or its affiliates.

› LinkedIn, the LinkedIn logo, the IN logo and InMail are registered trademarks or trademarks of LinkedIn Corporation and its affiliates in the 
United States and/or other countries.

› YouTube and the YouTube icon are trademarks of YouTube or its affiliates.

› All other trademarks are the property of their respective owners. Use of such marks herein does not represent affiliation with or authorization, 
sponsorship or approval by such owners unless otherwise expressly specified.

› The Linux Foundation is subject to other policies, including without limitation its Privacy Policy at https://www.linuxfoundation.org/privacy and 
its Antitrust Policy at https://www.linuxfoundation.org/antitrust-policy. each as may be modified from time to time. More information about The 
Linux Foundation’s policies is available at https://www.linuxfoundation.org. 

› Please email legal@linuxfoundation.org with any questions about The Linux Foundation’s policies or the notices set forth on this slide.
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