
Meeting of the

LF AI & Data Technical Advisory Council 

(TAC)

August 24, 2023



Antitrust Policy

› Linux Foundation meetings involve participation by industry competitors, and it is the 
intention of the Linux Foundation to conduct all of its activities in accordance with 
applicable antitrust and competition laws. It is therefore extremely important that 
attendees adhere to meeting agendas, and be aware of, and not participate in, any 
activities that are prohibited under applicable US state, federal or foreign antitrust 
and competition laws.

› Examples of types of actions that are prohibited at Linux Foundation meetings and in 
connection with Linux Foundation activities are described in the Linux Foundation 
Antitrust Policy available at http://www.linuxfoundation.org/antitrust-policy. If you 
have questions about these matters, please contact your company counsel, or if you 
are a member of the Linux Foundation, feel free to contact Andrew Updegrove of the 
firm of Gesmer Undergone LLP, which provides legal counsel to the Linux 
Foundation.
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Recording of Calls

Reminder: 

TAC calls are recorded and available for viewing on the TAC Wiki

24AUG2023

https://wiki.lfai.foundation/pages/viewpage.action?pageId=7733341#TechnicalAdvisoryCouncil(TAC)-MeetingRecordingsandMinutes


Reminder: LF AI & Data Useful Links

› Web site: lfaidata.foundation

› Wiki: wiki.lfaidata.foundation

› GitHub: github.com/lfaidata

› Landscape: https://landscape.lfaidata.foundation or 

https://l.lfaidata.foundation

› Mail Lists: https://lists.lfaidata.foundation

› Slack: https://slack.lfaidata.foundation

› Youtube: https://www.youtube.com/channel/UCfasaeqXJBCAJMNO9HcHfbA

› LF AI Logos: https://github.com/lfaidata/artwork/tree/master/lfaidata

› LF AI Presentation Template: https://drive.google.com/file/d/1eiDNJvXCqSZHT4Zk_-

czASlz2GTBRZk2/view?usp=sharing

› Events Page on LF AI Website: https://lfaidata.foundation/events/

› Events Calendar on LF AI Wiki (subscribe available): 

https://wiki.lfaidata.foundation/pages/viewpage.action?pageId=12091544

› Event Wiki Pages: 

https://wiki.lfaidata.foundation/display/DL/LF+AI+Data+Foundation+Events
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Agenda

› Roll Call  (1 mins)

› Approval of Minutes from previous meeting (2 mins)

› SapientML – New project proposal

› Open Discussion
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TAC Voting Members - Please note

Please ensure that you do the following to facilitate smooth 

procedural quorum and voting processes:

● Change your Zoom display name to include your First/Last 

Name, Company/Project Represented 

○ example: Nancy Rausch, SAS

● State your First/Last Name and Company/Project when 

submitting a motion 

○ example: First motion, Nancy Rausch/SAS
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TAC 
Voting 
Members

Note:  we still need a 

few designated 

backups 

specified on  wiki

https://wiki.lfaidata.foundation/pages/viewpage.action?pageId=7733341


Minutes approval
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Approval of August 10, 2023 Minutes

Draft minutes from the August 10 TAC call were previously distributed to the 

TAC members via the mailing list

Proposed Resolution:

› That the minutes of the August 10 meeting of the Technical Advisory 

Council of the LF AI & Data Foundation are hereby approved.
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Fujitsu's Proposal
to Host SapientML project
in LF AI & Data

Hiro Kobashi (hkobashi@fujitsu.com)

Masahiro Fukuyori (fukuyori@fujitsu.com)

(Representing AutoML team at Fujitsu)

2023-08-24
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Why contribute SapientML to Linux Foundation

● Neutral holding ground

● vendor-neutral, not for profit

● Open governance model

● Transparent and open governance model

● Instill trust in contributors and adopters in the management of the project

● Neutral management of projects’ assets by the foundation

● Growing community

● Increase visibility of project through LF ecosystem

● Increase contributors by converting new & existing users

● Opportunities to collaborate with other projects
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Agenda

● 1. Background

● 2. Challenges

● 3. How SapientML helps

● 4. Next steps
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Background
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The shortage of AI talent has not been resolved.

© 2022 Fujitsu Limited

It is still difficult to recruit AI talent.

In particular, there is a shortage of AI talent such as 

data scientists and data engineers.

The state of AI in 2022—and a half decade in review by McKinsey

It is my personal speculation that the reason for the stagnation in the number of 

AI application cases is due to the shortage of AI talent.
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https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-ai-in-2022-and-a-half-decade-in-review


AutoML

© 2022 Fujitsu Limited

https://www.mckinsey.com/capabilities/quantumblack/o
ur-insights/rethinking-ai-talent-strategy-as-automated-
machine-learning-comes-of-age

15

AutoML is a research 

activity that scales AI 

application by 

automating AI utilization 

processes.
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AutoML: Reality or Pipe Dream?

Performance of Top Data 
Scientists

Source: Google Cloud Next 

2019 talk

AutoML

beginning to 

rival top data 

scientists in 

some cases



AutoML: Reality or Pipe Dream?

○ Many try-and-error are needed (taking 
long time)

○ Model quality is highly depending on 
individual skill

AI model creation is rapidly automated (AutoML)

● The emergence of AutoML, that 
performs the same level of top data 
scientist

Quickly create AI model with AutoML without 

data scientists

AI model generated by AutoML is as accurate 

as its by top data scientists

AutoML enables rapid deployment of 

accurate models

Issue in 
AI model 
creation

AutoML
evolution

California Design Den G5 Lenovo

Sources: *1:  https://cloud.google.com/customers/california-design-den, 
*2:  https://h2o.ai/case-studies/driving-marketing-performance-with-machine-learning/,

*3: https://aws.amazon.com/jp/partners/success/lenovo-datarobot/

（*1）Online sale of bedding （*2）Real Estate Customer Acquisition Business （*3）Device sales

Reduce 50% of stocked items in factories Reduce 80% time and record 95% accuracy
Reduced model build time from 4 weeks to 

3 days
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Challenges
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Challenges

● AutoML tools have not yet been adopted widely. Why?

© 2023 Fujitsu Limited19

1. Time-consuming/Needs intensive computational 
resources

2. Blackbox nature of the generated AI models



Key factors to success

© 2023 Fujitsu Limited20

1. Speed (in AI model creation)
● How quickly can we create an AI model to fit in the 

data scientist’s routine

2. Code (with explanation)
● Code synthesis with explanation can enable iterations 

(try&error), which are the matter in AI process. 

3. Accuracy
● No doubt, accuracy is always matter in AI model 

creation.



SapientML
Meta-Learning based AutoML to bring successes to AI model 
creation process.

© 2023 Fujitsu Limited21



Approach

© 2023 Fujitsu Limited22

Extract expert knowledge 

from codes

Be interactive with data 

scientist

Break the limit (1)

Current AutoML searches parameters from pre-

defined search space. We utilize expert 

experience, which are stored in codes.

Break the limit (2)

Current AutoML creates AI model only. There is no 

flexibility (ex. No chance to modify, hard to 

understand why the model is good)

Meta-Learning 

based AutoML

• Synthesis high accurate AI 

model creation code by 

using expert knowledge

• Provide the modifiable code 

to interact with data scientist 



Generative AutoML: SapientML

© 2023 Fujitsu Limited23

● Focus on structured data - most 

abundant data in enterprise and has 

many use cases.

SapientML: An AutoML approach harnessing the wisdom (sapere) of human (sapien) data scientists.

Final ML 

Pipeline

User’s

Datas

et

Core ML Pipeline

Pipeline

SynthesysTask

Synthesis

Task 

Spec.

Task

Data Aggregations

Explanation

Synthesis

Data 

Comprehension

Project 

Database

Knowledge

Accumulation

Code synthesis

● AutoML that harnesses expertise of DS encapsulated in large 

corpora of existing ML pipelines, e.g., Kaggle

AI model 

creation code



How works SapientML?

● Input Table Data and ML Spec. 🡪 Output AI model with code

© 2023 Fujitsu Limited24

e.g. When you build an AI model that predicts 
whether or not each Titanic passenger 
survived,

[Target Variable]
"survived?"
(Prediction Target)

[Explanatory Variable]
Various attributes of 
passengers

SapientML

Execute 
output program

Input Output

Table Data

Exploratory
Data Analysis

Model Build

Data
Preprocessing

Machine Learning Program



SapientML at ICSE2022

● SapientML out-performs all academic AutoML tools on incl. SoTA  AL (MIT)

● 41 benchmarks, including 20 Kaggle competitions

● No failures, highest number of wins

● SapientML synthesis is quite robust to variations in training data – pipelines should 
generalize well
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SapientML AL (MIT) Auto-sklearn TPOT

# champions # winners # failures

S-rank, CORE: A*
Flagship SE Conference

May 21-29, 2022

Pittsburgh, PA, 

USA

Acceptance rate: 

26% (197/751)

SAPIENTML: Synthesizing Machine Learning Pipelines by

Learning from Human-Written Solutions
Ripon Saha, Akira Ura, Sonal Mahajan, Chenguang Zhu, Linyi 

Li, Yang Hu, Hiroaki Yoshida, Sarfraz Khurshid, 
Mukul Prasad   



Illustrative Example
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Example: IEEE-CIS-Fraud-Detection (Kaggle Competition)

Dataset

Task: Classifying if a transaction is Fraud
Problem type: (binary) classification

Target column: isFraud (1 or 0)

Rows: e-commerce transactions, represented by 394 features, device type, product features, etc. 



SpaientML generated pipeline

© 2023 Fujitsu Limited27

# shortened for presentation
# LOAD DATA

__train_dataset=pd.read_csv("training.csv", delimiter=",")

__test_dataset=pd.read_csv("test.csv", delimiter=",")

# PREPROCESSING-1

_STRING_CATG_COLM_HAS_MISSING = ['card4', 'card6', 'P_emaildomain’,…]

for _col in _STRING_COLS_WITH_MISSING_VALUES:

__si = SimpleImputer(missing_values=np.nan, strategy='most_frequent')

__train_dataset[_col] = __si.fit_transform(__train_dataset[_col].values.reshape(-1,1))[:,0]

__test_dataset[_col] = _si.transform(__test_dataset[_col].astype(__train_dataset[_col].dtypes).values.reshape(-1,1))[:,0]

# PREPROCESSING-2

_CAT_COLS = ['ProductCD', 'card4', 'card6’, …,'M9']

_ohe = OrdinalEncoder(handle_unknown="use_encoded_value", unknown_value=-1)

__train_dataset[_CAT_COLS] = pd.DataFrame(_ohe.fit_transform(__train_dataset[_CAT_COLS]), columns=_CAT_COLS)

__test_dataset[_CAT_COLS] = pd.DataFrame(_ohe.transform(__test_dataset[_CAT_COLS]), columns=_CAT_COLS)

# PREPROCESSING-4

from sklearn.preprocessing import StandardScaler

__ss= StandardScaler()

__feature_train = pd.DataFrame(__ss.fit_transform(__feature_train.values), index=__feature_train.index, columns=__feature_train.columns)

__feature_test = pd.DataFrame(__ss.transform(__feature_test.values), index=__feature_test.index, columns=__feature_test.columns)

# PREPROCESSING-5

from imblearn.over_sampling import SMOTE

smote = SMOTE()

__feature_train, __target_train = smote.fit_resample(__feature_train, __target_train)

# MODEL

from catboost import CatBoostClassifier

__model = CatBoostClassifier()

__model.fit(__feature_train, __target_train)

__y_pred = __model.predict(__feature_test)

# EVALUATION

from sklearn import metrics

__f1 = metrics.f1_score(__target_test, __y_pred, average='macro')

print('RESULT: F1 Score: ' + str(__f1))

Load (training, test) 
data

Fill missing values

Assign numeric 
encoding to categorical 

strings

Apply Scaling

Apply sampling to 
balance data

Train CatBoostClassifier

Evaluate F1 score



GUI – Simple 3 steps to generate AI
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1.Load dataset 2.Specify ML task 3. Request to generate



GUI – Prediction using generated AI
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GUI – EDA & Code of generated AI

© 2023 Fujitsu Limited30

Start Exploratory Data Analysis
instantly

Customize AI model easily by 
modifying generated code



Information for proposal

● GH repo: https://github.com/sapientml/sapientml

● License: Apache 2.0

● Proposal: https://github.com/lfai/proposing-
projects/blob/master/proposals/sapientml.adoc

● Possible Collaboration in LF AI&Data

● Pre-processing: Amundsen, Feast, Feathr

● Modelling: Adversarial Robustness Toolbox, AI Explainability 360, AI Fairness 360, Intersectional 
Fairness

● Deployment: Acumos

● Coding: Elyta, Kedro

© 2023 Fujitsu Limited31
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The Value of SapientML

© 2023 Fujitsu Limited32

✔ No programming required.  
Generation of practical AI 
models

✔ Freely customizable 
including proprietary know-
how and additional precision 
tuning
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SapientML Functions/Features

Dramatic reduction in data scientist development effort

High speed Code synthesis 
technology using past 
knowledge

• Fast code generation with 
AI prediction

• High accuracy using past 
knowledge

• Give Reason for Code 
Generation

✔ Reduces the effort of trial 
and error by making clear 
model selection including 
code generation reasons

High Accuracy

Code with 
Explanation

Platform independent because it 

generates Machine Learning programs (*)
*) Major AutoML tools are platform dependent because they 

output AI models on their cloud services

PF Independent



Next Step
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Next Step

● Support more meta-features of datasets

● Support more ML components

● Preprocess components

● Model

🡪 Accumulate more datasets and ML pipelines from community

© 2023 Fujitsu Limited34



© 2023 Fujitsu Limited

Thank you



Approval on SapientML

Proposed Resolution:

› SapientML as a sandbox project of the LF AI & Data Foundation is hereby 

approved.
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Upcoming TAC Meetings
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Upcoming TAC Meetings

› September 7 – Update from the Trusted AI  committee, Update from the 

MLSecOps Committee

› September 21 – Marquez graduation request;  AIDA, a new project 

requesting Sandbox Incubation

Please note we are always open to special topics as well.  

If you have a topic idea or agenda item, please send agenda topic requests to 

tac-general@lists.lfaidata.foundation

24AUG2023
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Upcoming Events of Interest

› 2023 AICON Middle East Summit - October 8th to 9th in Riyadh
https://lfaidata.foundation/blog/2023/07/18/2023-aicon-middle-

east-summit-call-for-topics-from-around-the-world/

› Open Source Summit Europe in Bilbao, Spain, September 19-21 

– LF AI&Data will have a booth 

https://events.linuxfoundation.org/open-source-summit-europe/

24AUG2023
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Open Discussion
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TAC Meeting Details

› To subscribe to the TAC Group Calendar, visit the wiki: 

https://wiki.lfaidata.foundation/x/cQB2

› Join from PC, Mac, Linux, iOS or Android: https://zoom.us/j/430697670

› Or iPhone one-tap: 

› US: +16465588656,,430697670# or +16699006833,,430697670# 

› Or Telephone: 

› Dial(for higher quality, dial a number based on your current location): 

› US: +1 646 558 8656 or +1 669 900 6833 or +1 855 880 1246 (Toll Free) or +1 877 

369 0926 (Toll Free) 

› Meeting ID: 430 697 670 

› International numbers available: https://zoom.us/u/achYtcw7uN

24AUG2023
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Legal Notice

› The Linux Foundation, The Linux Foundation logos, and other marks that may be used herein are owned by The Linux Foundation or its 
affiliated entities, and are subject to The Linux Foundation’s Trademark Usage Policy at https://www.linuxfoundation.org/trademark-usage, as 
may be modified from time to time.

› Linux is a registered trademark of Linus Torvalds. Please see the Linux Mark Institute’s trademark usage page at 
https://lmi.linuxfoundation.org for details regarding use of this trademark.

› Some marks that may be used herein are owned by projects operating as separately incorporated entities managed by The Linux 
Foundation, and have their own trademarks, policies and usage guidelines.

› TWITTER, TWEET, RETWEET and the Twitter logo are trademarks of Twitter, Inc. or its affiliates.

› Facebook and the “f” logo are trademarks of Facebook or its affiliates.

› LinkedIn, the LinkedIn logo, the IN logo and InMail are registered trademarks or trademarks of LinkedIn Corporation and its affiliates in the 
United States and/or other countries.

› YouTube and the YouTube icon are trademarks of YouTube or its affiliates.

› All other trademarks are the property of their respective owners. Use of such marks herein does not represent affiliation with or authorization, 
sponsorship or approval by such owners unless otherwise expressly specified.

› The Linux Foundation is subject to other policies, including without limitation its Privacy Policy at https://www.linuxfoundation.org/privacy and 
its Antitrust Policy at https://www.linuxfoundation.org/antitrust-policy. each as may be modified from time to time. More information about The 
Linux Foundation’s policies is available at https://www.linuxfoundation.org. 

› Please email legal@linuxfoundation.org with any questions about The Linux Foundation’s policies or the notices set forth on this slide.
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