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X-CUBE-AI package
as STM32CubeMX cube expansion
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X-CUBE-AI 
User Development Flow 
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• Dataset

• 50 classes

• 40 audio files, 5 sec per class

• Sampling frequency of recordings: 44.1 KHz

• Available @ https://github.com/karolpiczak/ESC-50

• Pre processing 

• For each recording, time-frequency spectrogram using 2048 samples windows and 512 samples 

stride size

• Transformation of the frequency scale into Mel scale using 128 mel-features

• Division of the spectrogram into 220ms intervals (128x16 matrix)

• Ignore low energy spectra whose Frobenius norm is less than 1e-4

• Normalization respect to maximum energy

Case Study: 
ESC-50 (Environmental Sound Classification)
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https://github.com/karolpiczak/ESC-50
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ConvNet (Pytorch 1.6.0+cu101) • Batch size : 100

• Epochs : 200 with early exit

• Optimizer : Adam

• Loss function : Cross Entropy

• Onnx 1.6.0

• RT version 1.1.2

Case Study: 
ESC-50 (Environmental Sound Classification)
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params # : 150,370 items (587.38 KiB)

macc : 9,202,672

weights (ro) : 601,480 B (587.38 KiB)

activations (rw) : 131,328 B (128.25 KiB)

ram (total) : 135,624 B (132.45 KiB) = 131,328 + 4,096 + 200

X-CUBE-AI 5.2.0

NUCLEO-STM32H743ZI2, 480MHZ 
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109.661 ms

L2r error : 2.78001437e-07

cycles/MACC : 5.72

average for all layers)

X-CUBE-AI 5.2.0

NUCLEO-STM32H743ZI2, 480MHZ 
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params #        : 33,125 items (129.39 KiB)

macc : 4,141,181

weights (ro)    : 132,500 B (129.39 KiB) 

activations (rw): 16,152 B (15.77 KiB) 

ram (total)     : 20,796 B (20.31 KiB) = 16,152 + 4,128 + 516

Inference time 348.927 ms

L2r error 8.14623093e-07

https://it.mathworks.com/help/deeplearning/ug/denoise-speech-using-deep-learning-networks.html

https://it.mathworks.com/matlabcentral/fileexchange/67296-deep-learning-toolbox-converter-for-onnx-model-format

SPC5-AI v.2.0.0 

SPC584B, 120MHZ 

Case Study: 
Speech Denoise

https://it.mathworks.com/help/deeplearning/ug/denoise-speech-using-deep-learning-networks.html
https://it.mathworks.com/matlabcentral/fileexchange/67296-deep-learning-toolbox-converter-for-onnx-model-format
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• Needs

• Model zoo of Tiny networks for MCUs trained in 

Pytorch/Matlab/PaddlePaddle/? exported in ONNX

• Jupyter Notebook tutorials

• Pytorch Tiny Neural Networks with int8 training aware/post training 

quantization procedures including exports to ONNX@int8 file format

• ONNX@fp32 to ONNX@int8 Tiny Neural Networks with post training 

quantization procedures

• Support of int8 formats: ua/ua, ss/sa, ss/ua

How to move forward :
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