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Bing Search Engine
Using cutting-edge NLP techniques like transformers 

to better understand user queries, webpages, and other documents



Transformer for natural language processing

ÅTransformers - breakthrough in natural language understanding

ÅBERT - Bidirectional Encoder Representations from Transformers

ÅArchitecture (L: layers (transformer block), H:hidden size, A: self-attention head)

ÅBERT base: L=12, H=768, A=12, Parameters=110M

ÅBERT large: L=24, H=1024, A=16, Parameters=340M

ÅRunning a 12- or 24-layer BERT for every query real-time is prohibitively 

expensive



BERT optimizations in Bing

Problem - Reimplement the model was time-consuming

Finetuned BERT-Base, 
a 12-layermodel

ωSignificantly improves 
Precision and Coverage

Leveraged knowledge 
distillation to create a 
3-layered BERT

ωNo any significant loss in 
accuracy

ωReduced inference cost 
significantly

ωStill benchmarked at 77ms 
serving latency on CPU

Re-implemented the 
model using TensorRT
C++ APIs 

ωTake full advantage of 
NVIDIA GPU architecture

ω800x throughput 
improvement on GPU



Transformer inference acceleration 
with ONNX Runtime



BERT Optimization Opportunity

ÅModel 

ÅToo many elementary operators

ÅMulti transformer cells

ÅKernels in ONNX Runtime

ÅNot fully utilize hardware characteristic 

ÅCPU cores

ÅTensor-Core



BERT optimization in ONNX Runtime

¶Graph optimization

¶Hardware-based kernel optimization

Intermediate Representation (IR)

Graph Optimization (in general)

Graph Partitioning

Graph Optimization (per Execution Provider)

Executor (SequentialExecutor/ParallelExecutor)

Execution Providers

CpuEP CudaEP TensorRTEP nGraphEP ...

ONNX RUNTIME

User

Inputs

ONNX Model

Inference

Results



ONNX Runtime ςGraph Optimization

GraphTransformer

ÅAn interface created for finding patterns (with specific 
nodes) and applying rewriting rules against a sub-graph.

ÅAn interface created for applying graph transformation 
with full graph editing capability.

Graph Optimization Level

Basic: General transformers not specific to any specific 
execution provider (e.g. drop out elimination)

Extended: Execution provider specific transformers 

Layout Optimizations: change the data layout for 
applicable nodes (NCHW layout toNHWC layout)



BERT Encoder Block 

ÅPositional embeddings 

ÅMulti-headed self-attention

ÅFeed-forward layers 

ÅLayer norm and residuals 



Embedding and Positional Encoding fusion

EmbedLayerNormalization



Multi-headed self-attention Fusion

Attention



GeluFusion

Gelu



Skip Layer Normalization Fusion

SkipLayerNormalization



BERT Graph 
Optimizations

ωConstant Folding

ωReshape Fusion

Basic Level

ωGELU Fusion

ωLayer Normalization Fusion

ωBERT Embedding Layer Fusion

ωAttention Fusion

ωSkip Layer Normalization Fusion

ωBias GELU Fusion

ωFast GELU Fusion

ExtendedLevel



After graph 
optimization



BERT optimization in ONNX Runtime
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¶Hardware-based kernel optimization 
Intermediate Representation (IR)
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.ƛƴƎΩǎ о-layer BERT with 128 sequence length

On NVIDIA V100 GPUs we saw ~10,000 queries per 

second throughput

Development time for new BERT scenarios was cut 

from multiple days to a few hours

BERTWith ONNX 
Runtime

BERT-SQUAD with 128 

sequence length and batch size 

1 on Azure Standard NC6S_v3 

(GPU V100)

Åin 1.7 msfor 12-layer fp16 

BERT-SQUAD.

Åin 4.0 msfor 24-layer fp16 

BERT-SQUAD.



ONNX Runtime powered BERT inference in office

Keypointsmodel

Å 3-layer BERT

Å The P50 latency reduced by 3x over 

the originaltraditional 

MLbasedsolution

Å The development cost was 

significantly reduced

ά!ǘ ŀ ƎƭŀƴŎŜέ ƛƴ Lƴ 
OneDriveand Sharepoint

Key points In Word



ONNX Runtime to power BERT inference

Hugging Face

12-layer BERT

Speech & Language in Azure Cognitive service

2-layer BERT

Text Analytics in Azure AI

12-layer BERT

Questions suggestions in Bing

24-layer BERT

Bing Ranking

3-layer BERT

Key Point in Office

3-layer BERT

Bing Ads

3-layer BERT

Bing Feeds

12-layer BERT

ΧΧ



Frameworks Azure

Services

Devices

Azure Machine Learning service

Ubuntu VM

Windows Server 2019 VM

Azure Custom Vision Service

ONNX Model

Edge Cloud & Appliances

Edge & IoT Devices

Train models with various

frameworks or services

Convert into ONNX with 

ONNX Converters

HW accelerated inference with

ONNX Runtime

Model operationalization with ONNX

Auto Machine Learning Service



Demo
PyTorchBERT acceleration 
with ONNX Runtime

http://aka.ms/pytorchbertwithort

