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Data Valuation and Subset Selection (DVSS)
Data Valuation – Estimate contribution of a 
training datapoint towards a task

High value

Low value points

Data Subset Selection – Select any high-value 
subset of a training dataset, which is of a fixed size. 
- Coreset.

A value function is defined 
on a subset, need not be 
additive.

Recent Methods:
• Influence Functions (ICML 2017)
• Data Shapley (ICML2019)
• TracIn (Neurips 2020)

Recent Methods:
• K-center Greedy (ICLR 2018)
• GraNd (Neurips 2021)
• HOST-CP (ECML 2021)



Desirable Properties of DVSS Techniques

Efficiency: Time complexity of DVSS should be 
comparable to model training on entire data.

Flexibility: The technique should work with value 
functions capturing TAI objectives e.g. robustness, 
fairness, generalization, etc.

Robustness: The technique should work with a related 
dataset without re-training e.g. transfer from real 
world images to art images.

Accuracy: A model trained on the selected subset of a 
dataset should perform as well as the whole dataset.



Architecture and algorithms for DVSS
• Decrease in Validation loss through a training 

trajectory can be estimated as:

• This equation scores the influence of training 
datapoint d on loss of test datapoint d’

• All checkpoints are impossible to store.
• Hence, select influential checkpoints
• Checkpoint selection takes time similar to training

• Decouple the checkpoint selection and data valuation 
or subset selection module.

• Simsel algorithm can be used for selection of diverse
• Data Valuation takes time similar to inference.
• Subset selection time depends on validation and 

training set size.

https://github.com/SoumiDas/CheckSel



Empirical Results on CIFAR10

Better accuracy 
over the closest 
baseline which is 
not flexible.

An Order of 
magnitude 
faster than other 
flexible methods



Empirical Results on MS Office-Home dataset

7 – 8 % better accuracy for 20% subset 
selection over closest baseline.


